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	� SYSTEMATIC REVIEW

Understanding the role of machine learning 
in predicting progression of osteoarthritis
A SYSTEMATIC REVIEW

Aims
Machine learning (ML), a branch of artificial intelligence that uses algorithms to learn from 
data and make predictions, offers a pathway towards more personalized and tailored 
surgical treatments. This approach is particularly relevant to prevalent joint diseases such 
as osteoarthritis (OA). In contrast to end-stage disease, where joint arthroplasty provides 
excellent results, early stages of OA currently lack effective therapies to halt or reverse 
progression. Accurate prediction of OA progression is crucial if timely interventions are to 
be developed, to enhance patient care and optimize the design of clinical trials.

Methods
A systematic review was conducted in accordance with PRISMA guidelines. We searched 
MEDLINE and Embase on 5 May 2024 for studies utilizing ML to predict OA progression. 
Titles and abstracts were independently screened, followed by full-text reviews for studies 
that met the eligibility criteria. Key information was extracted and synthesized for analysis, 
including types of data (such as clinical, radiological, or biochemical), definitions of OA 
progression, ML algorithms, validation methods, and outcome measures.

Results
Out of 1,160 studies initially identified, 39 were included. Most studies (85%) were 
published between 2020 and 2024, with 82% using publicly available datasets, primarily 
the Osteoarthritis Initiative. ML methods were predominantly supervised, with significant 
variability in the definitions of OA progression: most studies focused on structural changes 
(59%), while fewer addressed pain progression or both. Deep learning was used in 44% 
of studies, while automated ML was used in 5%. There was a lack of standardization in 
evaluation metrics and limited external validation. Interpretability was explored in 54% of 
studies, primarily using SHapley Additive exPlanations.

Conclusion
Our systematic review demonstrates the feasibility of ML models in predicting OA 
progression, but also uncovers critical limitations that currently restrict their clinical 
applicability. Future priorities should include diversifying data sources, standardizing 
outcome measures, enforcing rigorous validation, and integrating more sophisticated 
algorithms. This paradigm shift from predictive modelling to actionable clinical tools has 
the potential to transform patient care and disease management in orthopaedic practice.

Cite this article: Bone Joint J 2024;106-B(11):1216–1222.

Introduction
Osteoarthritis (OA) is a complex, degenerative 
joint condition, and a prevailing cause of disability 
worldwide. Characterized by an intricate interplay 
of mechanical, inflammatory, and genetic pathways, 
OA presents a polymorphic profile, making it a 
challenging disease to define.1-7 Current therapies 
cannot halt or reverse its progression, and traditional 

models are unable to predict disease trajectories or 
stratify patients by risk of progression.8

Machine learning (ML) is a subset of artificial 
intelligence (AI) designed to develop systems 
that learn and make data-driven decisions without 
explicit programming.9 By analyzing large data-
sets and identifying patterns of disease that 
may elude conventional analyses, ML has the 
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potential to enhance the precision of predicting OA progres-
sion. Improved predictive capability is crucial for effectively 
stratifying patients, optimizing early intervention strategies, 
and selecting appropriate candidates for clinical trials, thereby 
advancing personalized treatment in OA.10

The field of ML is extensive and covers many different 
learning problems, from the analysis of tabular data to computer 
vision, which enables computers to derive meaningful infor-
mation from visual inputs such as digital images,11 and natural 
language processing, which is concerned with giving computers 
the ability to understand text and spoken words.12 ML algo-
rithms can be broadly categorized into supervised and unsuper-
vised learning. In supervised learning problems, the algorithms 
are fed input training data with their corresponding known 
output values (or labels), from which the algorithm will learn 
to predict. Although expert labelling is required for training and 
testing datasets, a well-trained model can be used to perform 
inference on unlabelled data.13 There are two main categories 
of supervised learning: classification, where the output values 
are categorical; and regression, where the output values are 
numeric.14 In contrast to supervised learning, unsupervised 
learning aims to detect patterns in a dataset that are not informed 
by a target or label and therefore require no user supervision.15 
One of the most common unsupervised learning tasks is clus-
tering, which groups instances in a dataset into separate clusters 
based upon specific combinations of their features.15-17 Finally, 
deep learning (DL) represents a specialized subset of ML that 
employs multiple processing layers to discern data representa-
tions across a spectrum of abstraction levels.18 A prime example 
is convolutional neural networks, which are commonly used in 
image recognition.

To understand the role of ML in predicting progression of 
OA, we conducted a systematic review analyzing studies that 
employ a range of ML techniques (from supervised learning to 
advanced deep learning models) to forecast disease trajectories 
and stratify patients by progression risk. Our aim is to assess 
the accuracy and utility of these models in OA management, 
identify research gaps, and propose directions for future study. 
By synthesizing diverse ML methodologies and their clinical 
outcomes, this review aims to guide the development of predic-
tive models, enhance early intervention strategies, and support 
the shift towards personalized medicine in OA treatment, poten-
tially transforming patient outcomes.

Methods
We conducted a systematic review in accordance with the 
PRISMA guidelines,19 and registered it in PROSPERO (ID: 
CRD42023446500). Ethical approval for this study was not 
required as it involved the analysis of published data and did 
not include any direct human or animal subjects.

We searched for articles in MEDLINE and Embase on 5 
May 2024, by using the following search strategy on the Ovid 
platform: [(“progression” OR “prediction” OR “incidence” OR 
“prognostic model” OR “predictive model”).mp. OR Disease 
Progression/ OR Incidence/] AND [“Osteoarthritis”.mp. OR 
Osteoarthritis/] AND [“machine learning”.mp. OR Artificial 
Intelligence/ OR Machine Learning/ OR Deep Learning/ OR 
Neural Networks/ OR Algorithms/].

Terms within quotation marks specify explicit search phrases, 
“.mp.” indicates a multi-purpose field search, and “/” denotes 
the use of Medical Subject Headings (MeSH) for focused  
topic indexing.

We included original studies that employ ML algorithms 
to predict the progression of OA in humans. These algorithms 
operate on a supervised, unsupervised, or reinforcement 
learning framework, and can analyze a wide array of data types 
including clinical, imaging, or biochemical data.

Exclusions were made for reviews, pre-prints, opinion 
pieces, conference abstracts, and case reports, alongside studies 
not employing ML, such as those using traditional statistical 
analysis (including logistic regression, which is often used as 
a benchmark for comparison with other more advanced algo-
rithms)20 or bioinformatics analysis. Additionally, articles 
including non-human subjects, investigating other types of 
arthritis (other than OA) or solely concentrating on OA diag-
nosis, phenotyping, or the identification of OA risk factors or 
biomarkers were omitted. The same exclusion criteria applied to 
studies predicting progression to joint arthroplasty or examining 
the impacts of surgical or medical interventions. We excluded 
articles focusing on the progression to arthroplasty for several 
reasons. First, these studies typically emphasize patient eligi-
bility for surgery rather than the underlying biological progres-
sion of OA, which diverges from our aim to understand and 
predict the disease’s natural progression through biological and 
physiological markers. Second, the criteria for recommending 
arthroplasty differ widely across regions and healthcare systems, 
introducing subjectivity into surgical decision-making that can 
mask the true correlation between disease severity and the deci-
sion to undergo surgery. Additionally, the choice to proceed 
with such surgery is influenced by a variety of factors beyond 
disease progression, including education level, income, fitness 
for surgery, and health insurance coverage, further complicating 
the analysis.21

The selection of studies for inclusion in the review followed 
a two-stage process. First, we screened titles and abstracts of 
studies identified from the search based on the inclusion and 
exclusion criteria. Studies that appeared to meet the criteria then 
underwent a full-text review before final inclusion. This process 
was conducted independently by SC, BG, and ES, and any 
disagreements were resolved through consultation with ERW.

For each article, we systematically extracted key data 
comprising the year of publication, the specific joint afflicted by 
OA under study, the dataset harnessed to train the ML models 
along with its public availability, and the severity of OA at 
baseline. We included the type of data analyzed (e.g. clinical 
data, imaging) and the authors’ definition of OA progression. 
Additionally, we extracted information on the ML algorithms 
deployed, their accuracy in predicting disease progression 
alongside the validation methods employed, and any inter-
pretability analyses of the outcomes. We employed a narrative 
synthesis approach to summarize and explain our findings.

Finally, we assessed the risk of bias of each article with the 
PROBAST tool.22 This tool examines four key areas: partici-
pants, predictors, outcomes, and analysis. The final assessment 
of risk of bias and applicability concerns were categorized as 
“low”, “high”, or “unclear”. As described in Abdulazeem et 
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al,23 a model developed without external validation was judged 
as “high risk” independently of all other domains, unless the 
model was derived from an exceptionally large dataset and 
incorporated some type of internal validation.

Results
Our initial search yielded 1,160 studies. Of these, 378 did not 
match the inclusive requirements and a further 210 were dupli-
cations. None of the articles included systematic reviews on 
OA progression prediction using ML. In the initial screening 
step, which involved evaluating titles and abstracts, an addi-
tional 515 studies did not meet the inclusion criteria. Upon a 
thorough review of the full text of the remaining 57 articles, 
18 additional studies were excluded. Finally, 39 studies were 
selected for analysis.21,24–61 This selection process is summa-
rized in Figure 1.

All the articles spanned a publication period from 2012 to 
2024. Notably, around 85% (n = 33) were published between 
2020 and the present. All but three articles concentrated solely 
on knee OA, with the remaining focusing on shoulder OA,24 
temporomandibular joint (TMJ) OA,25 and one study focusing 
on any type of OA (in the arm, foot, spine, hip, and knee).26

A large variability was noted among the studies in terms 
of severity of OA at baseline, ranging from asymptomatic or 
early-stage OA to end-stage. Interestingly, a minority of studies 
(21%; n = 8) focused not only on predicting disease progression 
but also on enabling early diagnosis.26,39,44,46,47,50,53,58

A substantial 82% of the studies (n = 32) had used publicly 
available datasets for the development and training of their 
models, with 74% (n = 29) using data from the Osteoarthritis 
Initiative (OAI).62 Additional cohorts that were examined are 
revealed in Supplementary Table i.63–70 A total of 21 studies 
(54%) employed solely tabular data for model development 
and training. Conversely, nine studies (23%) used only features 
extracted from clinical images and a further nine studies (23%) 
melded both image and tabular data analysis.

The diversity in data types incorporated for model training 
was notable. Most studies included clinical data (77%; n = 
30), patient-reported outcomes (59%, n = 23); or radiological 
data (74%; n = 29). However, a smaller proportion used MRI 
data (33%; n = 13) or CT (3%; n = 1), and very few incorpo-
rated biochemical markers (10%; n = 4) or omics data (8%;  
n = 3). None of the studies employed movement data obtained 
from wearable accelerometers or gait analysis. Only one study 
included clinical, patient-reported outcome measure (PROM), 
radiograph, MRI, and biochemical data.27

The details of the data extracted are presented comprehen-
sively in Supplementary Table i.

There was also considerable heterogeneity in the defini-
tions of OA progression used in these studies (Supplementary 
Table ii). Among the studies, four (10%) centred on pain-only 
progression, 23 (59%) on structural progression, and seven 
(18%) on both pain and structural progression. Three studies 
did not distinguish between pain and structural progression, and 
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Studies included in review
(n = 39)

Studies screened on full text
(n = 57)

Studies excluded (n = 515)

 - Not research articles (n = 63)
 - Retracted (n = 1)
 - Not OA (n = 80)
 - Animal or cadaveric studies (n = 10)
 - No ML (n = 69)
 - No prediction of progression (n = 229)
 - Prediction of surgery (n = 14)
 - Effect of interventions (n = 48)
 - Not in English (n = 1)

Excluded (n = 588):

 - Not published research articles (n = 378)
 - Duplicates n = 210)

Studies excluded (n = 18)

 - No ML (n = 6)
 - No prediction of progression (n = 10)
 - Effect of interventions (n = 1)
 - Prediction of surgery (n = 1)

Fig. 1

Flow diagram illustrating the process of identification and selection of articles for our systematic literature review. ML, machine learning; OA, 
osteoarthritis.



VOL. 106-B, No. 11, NOVEMBER 2024

UNDERSTANDING THE ROLE OF MACHINE LEARNING IN PREDICTING PROGRESSION OF OSTEOARTHRITIS 1219

one did not explicitly define the type of progression, but instead 
concentrated on identifying the presence of the ICD-9-CM code 
for knee OA in patient records, thus focusing more on diagnosis 
coding than on progression specifics.28

Pain progression was predominantly determined through 
changes in pain scores (36%; n = 14), while structural progres-
sion was defined using radiograph findings in a substantial 
majority (79%; n = 31). A combination of radiograph and MRI 
findings were employed to characterize OA structural progres-
sion in four studies (10%), while solely MRI was the basis in 
two articles (5%). The full details can be found in Supplemen-
tary Table ii.

All studies included in our systematic review utilized clas-
sification algorithms to predict OA progression, and, with the 
exception of three, all embraced supervised learning approaches. 
The predominant supervised classification algorithms included 
random forest, support vector machine, and gradient boosting 
model. The three studies exploring unsupervised classification 
harnessed DL techniques such as convolutional neural networks 
(CNNs) and adversarial evolving neural networks, which can 
learn to identify patterns and make decisions through layers of 
interconnected nodes. Studies extracting features from clinical 
images such as MRIs and radiographs employed a diverse array 
of techniques, with CNN being the most prevalent (Supplemen-
tary Table ii). Overall, 44% of the studies (n = 17) used DL 
algorithms, while only two employed automated ML (autoML), 
to automatically select the most appropriate classifier in a 
data-driven manner.29,30 Lastly, just over half of the studies 
(54%, n = 21) conducted an interpretability analysis of their 
findings. SHapley Additive exPlanations (SHAP) emerged as 
the predominant interpretability tool, whereas Gradient Class 
Activation Map (GradCAM) was the favoured tool for image 
analysis interpretability.

A variety of validation methods were employed. Internal or 
cross-validation were performed in 92% of studies (n = 36), 
hold-out validation in 36% (n = 14), and external validation in 
23% (n = 9). The performance metrics used also varied greatly, 
with 59% of studies (n = 23) using multiple metrics. By far the 
most common metric used was area under the receiver operating 
curve (AUC-ROC), which was used in 69% of studies (n = 27). 
Other commonly used metrics were accuracy, specificity, sensi-
tivity/recall, precision, and F1-score (Supplementary Table ii).

Focusing on studies assessing performance via AUC-ROC, 
the best models achieved validation scores ranging from 0.76 
to 0.97 for predicting pain-only progression, 0.56 to 0.99 for 
structural progression, and 0.72 to 0.87 for both pain and struc-
tural progression. AUC-ROC of models predicting either pain 
or structural progression (with no distinction between the two) 
varied between 0.66 and 0.97. Additionally, DL techniques such 
as CNNs yielded AUC-ROC values ranging between 0.551 and 
0.99, whereas models employing traditional ML algorithms 
recorded scores from 0.61 to 0.97. Notably, the two autoML 
models reviewed achieved an AUC-ROC between 0.80 and 
0.95. The best performance scores obtained in each study are 
illustrated in Supplementary Table iii.

Finally, only five studies (13%) were deemed to have a low 
risk of bias via the PROBAST tool, as described in Supplemen-
tary Table iv.

Discussion
The application of ML in predicting OA progression is an 
emerging field, with the majority of studies published in the 
last five years. Among the 39 studies selected for this review, 
36 focused on knee OA. This predilection for the knee joint 
may reflect the high prevalence and burden of knee OA in the 
general population,71,72 necessitating technological interven-
tions to improve understanding and management of the condi-
tion. On the other hand, the surprising paucity of studies on 
hip or hand OA, despite their clinical significance, highlights a 
clear research gap.

A substantial portion of studies relied on data from the OAI, 
showcasing a common tendency to use publicly available data-
sets for model development and validation. This reliance on a 
single database, while advantageous for fostering reproducible 
and transparent research, may limit the diversity and gener-
alizability of the findings. Additionally, the lack of external 
validation (the process of testing the model’s applicability to 
independent datasets) in most studies raises questions regarding 
the possible challenges in accessing other databases, or perhaps 
the discrepancies in data types and format between databases 
that may deter researchers from pursuing external validation.

Data types used for model training predominantly included 
clinical data, PROMs, and radiograph data. However, the 
underutilization of other potentially insightful data sources such 
as MRI, biochemical markers, genetic data, and data from wear-
ables, reflects a significant gap in the current research landscape.

Our analysis underscores a complex environment where 
traditional ML methods are still prevalent despite the techno-
logical advances represented by DL and autoML. Although DL 
techniques showed comparable AUC-ROC values to traditional 
ML algorithms, they did not demonstrate a clear superiority, 
which could explain the cautious adoption of these more compu-
tationally demanding methods. Similarly, the modest uptake of 
autoML suggests that barriers such as computational demands, 
expertise requirements, and inertia in adopting new methods 
may be hindering the broader application of these advanced 
technologies, despite their potential to streamline and enhance 
certain aspects of predictive modelling in clinical research.

A crucial point of discussion emerges from the observed 
heterogeneity in OA progression definitions across studies, 
with variations ranging from joint space narrowing (JSN) 
measurements to increases in pain scores. For example, one 
study defined progression as a reduction in joint space of 
more than 0.5 mm over 12 months, while another focused on 
an increase of nine or more points in the Western Ontario and 
McMaster Universities Osteoarthritis Index73 pain score over 
48 months.31,74 This variability presents substantial challenges 
in comparing and synthesizing results across different studies. 
The absence of a standardized approach could hinder the forma-
tion of a cohesive body of evidence, essential for advancing the 
field and informing clinical practice.75

Further complicating matters, the reported model perfor-
mances varied widely. While some models reliably predicted 
specific aspects of OA progression, such as pain or structural 
changes, no single model excelled across all disease dimen-
sions. This highlights the need for multi-modal models that 
integrate various data types using advanced techniques (such 
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as DL) to capture the complex nature of OA more comprehen-
sively. Such models could potentially lead to more robust and 
broadly applicable predictions across different patient demo-
graphics and disease stages.

The performance metrics used to evaluate models also 
varied, with AUC-ROC being the most common, followed by 
F1 score, accuracy, sensitivity and specificity (among others). 
This heterogeneity in performance metrics, each emphasizing 
different aspects of model accuracy and reliability, highlights 
a lack of consensus on the most effective evaluation methods, 
leading to challenges in uniformly assessing and comparing the 
efficacy of predictive models for OA progression.

A similar situation was observed historically in oncology clin-
ical trials, where varying metrics for assessing cancer treatment 
effectiveness led to challenges in comparing study outcomes. 
The introduction of the Response Evaluation Criteria in Solid 
Tumours addressed this issue by providing standardized guide-
lines for tumour response assessment.74,76 This standardization 
significantly improved the comparability and consistency of 
research outcomes, and ultimately facilitated the development 
of new cancer therapies.

Despite some models achieving high performance, the 
absence of external and clinical validation in most studies limits 
their translational potential for clinical practice. This is reflected 
by the majority of studies having a high risk of bias, with only 
one study demonstrating a clinically validated ML applica-
tion.32 Consequently, the reliability and generalizability of these 
models in diverse clinical settings remain uncertain, posing a 
barrier to their practical application in OA management.

Another important aspect in the development of ML models 
for OA progression is interpretability, which is the ability to 
understand and explain how a model makes its predictions 
or decisions, and is essential for ensuring clinical acceptance 
and providing actionable insights, as it elucidates the model’s 
decision-making process. Methods like kernel SHAP exemplify 
this approach,77 effectively demonstrating the contributions of 
individual features to predictions. Such techniques could prove 
particularly useful in enhancing model transparency, thereby 
increasing their comprehensibility and clinical applicability.

In conclusion, this systematic review highlights the signifi-
cant potential of ML in predicting OA progression, especially 
in knee OA. However, to fully harness this potential in clin-
ical settings, several limitations need to be addressed. These 
include rigorous validation of ML models across diverse popu-
lations, standardization of disease progression definitions and 
evaluation metrics, and the incorporation of underutilized data 
sources such as MRI scans, biochemical markers, and wearable 
technology. Additionally, adoption of advanced ML techniques, 
such as autoML and DL, may help in developing multi-joint and 
multi-modal models that accurately capture the complexity and 
heterogeneity of OA. This important approach could realize an 
important translational shift of predictive models into practical, 
personalized, and precise clinical tools, ultimately enhancing 
patient care and disease management in OA.

‍ ‍Take home message
  - Machine learning (ML) holds promise for predicting 

osteoarthritis (OA) progression, potentially guiding the design 
of more efficient clinical trials and informing the development 

of targeted therapies, particularly in the early stages of the disease.
  - Existing ML models face limitations that challenge their clinical 

applicability, necessitating further refinement for practical use.
  - Future advancements should focus on rigorous validation across 

diverse populations, uniformity in definitions relating to disease 
progression and evaluation metrics, and the incorporation of 
underutilized data sources such as MRI, biochemical markers, and 
wearable technology.
  - Enhancing these methodologies could substantially accelerate the 

transition from predictive modelling to practical, personalized, and 
precise clinical tools, thereby positively impacting patient care and 
disease management in OA.

Supplementary material
‍ ‍Comprehensive tables of all data collected during the 

review and the results of the risk of bias analysis.
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