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Aims
Prevalence of artificial intelligence (AI) algorithms within the Trauma & Orthopaedics (T&O)
literature has greatly increased over the last ten years. One increasingly explored aspect of
AI is the automated interpretation of free-text data often prevalent in electronic medical
records (known as natural language processing (NLP)). We set out to review the current
evidence for applications of NLP methodology in T&O, including assessment of study design
and reporting.

Methods
MEDLINE, Allied and Complementary Medicine (AMED), Excerpta Medica Database
(EMBASE), and Cochrane Central Register of Controlled Trials (CENTRAL) were screened
for studies pertaining to NLP in T&O from database inception to 31 December 2023. An
additional grey literature search was performed. NLP quality assessment followed the criteria
outlined by Farrow et al in 2021 with two independent reviewers (classification as absent,
incomplete, or complete). Reporting was performed according to the Synthesis-Without
Meta-Analysis (SWiM) guidelines. The review protocol was registered on the Prospective
Register of Systematic Reviews (PROSPERO; registration no. CRD42022291714).

Results
The final review included 31 articles (published between 2012 and 2021). The most common
subspeciality areas included trauma, arthroplasty, and spine; 13% (4/31) related to online
reviews/social media, 42% (13/31) to clinical notes/operation notes, 42% (13/31) to radiology
reports, and 3% (1/31) to systematic review. According to the reporting criteria, 16% (5/31)
were considered good quality, 74% (23/31) average quality, and 6% (2/31) poor quality. The
most commonly absent reporting criteria were evaluation of missing data (26/31), sample
size calculation (31/31), and external validation of the study results (29/31 papers). Code and
data availability were also poorly documented in most studies.

Conclusion
Application of NLP is becoming increasingly common in T&O; however, published article
quality is mixed, with few high-quality studies. There are key consistent deficiencies in
published work relating to NLP which ultimately influence the potential for clinical applica-
tion. Open science is an important part of research transparency that should be encouraged
in NLP algorithm development and reporting.

Take home message
• This study highlights some of the key

potential uses of natural language
processing in Trauma & Orthopaedics.

• It also identifies some methodological
concerns with the currently available
literature on the subject.
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Introduction
There has been a massive influx of publications regarding
artificial intelligence (AI) applications in the domain of Trauma
& Orthopaedics (T&O).1 One AI technique is natural language
processing (NLP), which enables processing and analysis of
large amounts of natural language or 'free-text' (for example,
written information contained within a clinical letter) data.

It is estimated that approximately 80% of healthcare
data are in an unstructured or 'free-text' format.2 These data
have the potential to provide a veritable wealth of useful
information to guide clinical practice and research. NLP allows
users to turn these unstructured data into meaningful material
for analysis.

NLP is not without its challenges, in particular risk
concerning potential identification of protected healthcare
information contained within the free-text resource. Techni-
ques such as 'Hidden In Plain Sight' (HIPS) methods have
been developed to attempt to maintain free-text structure
while ensuring anonymity,3 but this in itself requires dedica-
ted health data science infrastructure. Ethical concerns have
also been raised about granting access to large volumes
of anonymized free-text healthcare data without consent,
although previous evidence has suggested that this is
supported if particular safeguarding structures are in place.4

Despite these challenges, there has been evidence
of successful use of NLP applications within the healthcare
setting. Examples include delirium detection in the intensive
care unit,5 surveillance of patients at high risk of upper
gastrointestinal cancer,6 and predicting outcomes of critical
care patients.7

Development of NLP applications has been reported
within T&O, such as development of an arthroplasty database8

and fracture identification.9 No study to date has, however,
methodically assessed the available NLP literature, includ-
ing an evaluation of study quality and analysis of reported
performance metrics. We therefore set out to perform a
systematic review of NLP applications within T&O to better
appraise current applications and guide future use.

Methods
This systematic review was performed and reported accord-
ing to the PRISMA statement.10 Registration prior to study
commencement was undertaken on the Prospective Register
of Systematic Reviews (PROSPERO) no. CRD42022291714.

Search strategy
Relevant articles were identified through a search of MED-
LINE, Allied and Complementary Medicine Database (AMED),
Excerpta Medica Database (EMBASE), and Cochrane Central
Register of Controlled Trials (CENTRAL). An additional search
of the grey literature was also undertaken using OrthoSearch
(an orthopaedic-specific database which contains abstracts,
articles, and associated media information).11 All electronic
searches were undertaken from database inception to 31
December 2023. Full electronic search terms are shown in
Supplementary Table i. Reference lists from all extracted
studies were reviewed for potentially eligible manuscripts.

Eligibility criteria
All studies that involved research related to the use of
NLP in the setting of T&O and associated subspecialities

were included. Exclusion criteria were studies involving other
surgical or medical specialities, use of other AI techniques that
were not specifically identified as NLP, publications in relation
to generative AI, and non-English language publications.

Study identification
Two assessors (LF, AR) independently screened search output
titles and abstracts for articles which met the eligibility criteria.
Full-text review was undertaken to determine eligibility.

Data extraction
Data extraction was undertaken using a prespecified proforma
by two independent assessors (LF, AR). Fields included: 1)
Design overview: author, year, subspeciality, and NLP domain
(e.g. online reviews/social media, or clinical/operation notes);
2) Introduction reporting: study aims; 3) Methods report-
ing: data source, data quality, data pre-processing, missing
data, testing/training/internal validation, external validation,
model type, and sample size calculation; 4) Results reporting:
sample reporting, performance metrics, model evaluation, and
model explanation; 5) Conclusions reporting: clinical practice
interpretation, limitations, and future research; and 6) Open
science: code and data availability.

Quality assessment
To our knowledge, there are no current globally defined
reporting guidelines that relate specifically  to NLP. We
therefore used assessment of compliance to the reporting
guidelines outlined by Farrow et al,1  with each domain
categorized as either complete, incomplete, or absent.
Code and data availability were assessed separately. The
reporting guidelines were chosen due to their specific
relation to AI applications in T&O, with inclusion of
reporting quality across several domains for the intro-
duction, methods, results, and conclusions separately. An
overall cumulative score (total/34) was derived from score
tertiles to allow for better interpretability of the final  score.
Manuscripts with scores < 11, 11 to 22, and 23 to 34
were deemed poor, average, and good quality, respectively.
Any disagreement regarding individual scoring of domains
between data extractors was resolved by discussion.

Pooled performance metrics
Where feasible, according to study reporting, pooled
performance metrics (mean and range) were assessed.
This included: model accuracy; sensitivity (recall); specific-
ity; precision (positive predictive value); area under the
receiver operating curve (AUROC); F1 score; and calibration.
Where scores for multiple cohorts were reported the high-
est performing model output was chosen for inclusion. All
scores were defined by the individual study authors, including
decisions around ground-truth labels.

Statistical analysis
Given the nature of the included data, meta-analysis was
not feasible and therefore reporting was performed accord-
ing to the Synthesis Without Meta-Analysis (SWiM) criteria.12

Studies have been grouped by NLP domain, with assessment
of study heterogeneity and evidence certainty determined by
the variability of study validity/bias within each domain.
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Results
Research results
Using the pre-specified search criteria, 602 potentially eligible
records were included. Following full-text assessment, 36
manuscripts were included.8,9,13–46 Figure 1 depicts the flow
diagram of the full search process. The number of articles
published per year increased from one between 2012 to 2017
to a peak of 13 in 2021 alone.

Characteristics of included studies
Study characteristics, incorporating the quality assessment
scoring for each manuscript, are detailed in Table I.

Of the included articles, ten related to trauma, ten to
arthroplasty, nine to spinal surgery, three to general orthopae-
dics, one to foot and ankle surgery, one to shoulder and elbow
surgery, one to sports surgery, and one to tumour surgery.

With regards to NLP domains, the most commonly
used were clinical or operation notes (50%) and radiology
reports (36% each). Use in assessment of online reviews/social
media and systematic reviews were less common (11% and
3%, respectively).

Fig. 1
Study selection process. NLP, natural language processing.
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Overall assessment of study reporting
Of the 36 included studies, the median quality score was
18/34 (IQR 16 to 21); 11% were categorized as good quality,
83% average quality, and 6% poor quality. The most common
incomplete study reporting fields were evaluation of missing
data, external validation, and a sample size calculation. The
top three most frequently completed reporting criteria were
study aims, data source, and data pre-processing. Figure 2
demonstrates the bar plot of overall study reporting out-
comes.

Reporting domains
Full details of the reporting domains for each individual study
are demonstrated in Table I. These are taken from the study by
Farrow et al.1

Introduction reporting: 26/36 (72% of included
studies) had clear documentation of the study aims, with the
remainder having at least partial completion.

Methods reporting: All studies at least partially
identified their data source, with only 5/36 (14%) providing
no details regarding quality of the supplied data. A total of
25/36 (92%) studies fully indicated the preprocessing steps
undertaken prior to model training and testing, with only one
study providing no preprocessing information. Both missing
data and external validation were, however, poorly documen-
ted in the majority of studies, with this domain absent from
29/36 (81%) for both fields, respectively. Overall, 9/36 (25%)
studies did not provide indication of their testing, training, and

validation methods. All studies at least partially reported the
type of NLP algorithm output. Only one study provided any
form of sample size calculation for model development.

Results reporting: Reporting regarding the sample
population was fully performed in 13/36 (36%), with model
evaluation fully performed in 21/36 (58%). In all, 15/36 (42%)
cases did not provide any reference to explainability of the
developed model.

Conclusions reporting:  All  studies made some
reference to potential clinical practice interpretation, with
the vast majority (35/36; 97%) describing the study
limitations. A total of 11/36 (31%) did not provide
any reference regarding requirements for potential future
research in their manuscript.

Open Science: Only one study provided the code
for algorithm development and testing, with two studies
providing the data in an open-source forum.

NLP domain: clinical notes/operation notes
Of the identified studies, 18 related to NLP analysis of clinical
or operation notes,8,14,18–20,24,25,28,29,31,35,38,39,42–46 nine studies
related to arthroplasty, five to spinal surgery, two to trauma,
one to general orthopaedics, and one to sports surgery. The
most common application was to identify adverse outcomes,
for example re-admission or surgical complications. Automa-
ted database/registry creation was also featured. The median
quality assessment for studies in this domain was 19/34 (IQR
17 to 22); 17% were considered good quality and 83% average

Fig. 2
Summary of overall results.
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quality. No study relating to clinical notes or operation notes
was identified as poor quality.

NLP domain: radiology reports for feature detection/
classification
Several studies (n = 13) related to application of NLP to
radiology reports for feature detection and classification.9,15–

17,21–23,30,32,34,37,40,41 Eight related to trauma, three to spinal

surgery, one to foot and ankle, and one to tumour. The
most common application was the identification of presence
or absence of a fracture (± classification). Median quality
assessment was 18/34 (IQR 16 to 21); 8% were considered
good quality, 84% average quality, and 8% poor quality.

Table II. Reported performance metrics.

Study details Accuracy Sensitivity
(recall) Specificity

Precision
(positive
predictive
value)

Area under the
receiver
operating curve

F1 score Calibration

Shah et al8 0.94

Mohammadi et al14 0.79 0.27 0.82

Groot et al15 0.94 0.82 0.97 0.97 0.96 0.73

Dos Santos et al16 0.77 0.63 1.00 1.00 0.85

Wang et al17 0.93 1.00 1.00

Blaker et al18 0.77

Karhade et al39 0.89 0.99 0.89 0.99 0.89 1.17

Karhade et al39 0.86 0.93 0.51 0.92 0.64 0.61

Wagholikar et al21 0.92

Grundmeier et al22 0.95 0.97 0.92 0.95

Do et al23 0.79 0.90 0.95 0.90

Sagheb et al24 0.98 1.00 1.00 1.00

Wyles et al25 0.99

Tibbo et al28 1.00 1.00

Fu et al29 0.89 0.99 1.00 0.91

Kolanu et al9 0.99 1.00 0.97

Olthof et al30 0.96 0.95 0.98 0.99 0.95

Karhade et al20 0.70 1.54

Foufi et al32 0.97

Galbusera et al34 0.98 0.95 0.99 0.95

Thirukumaran et al35 0.97 0.97 0.96 0.97

Buchlak et al36 0.68

Jungman et al37 0.81 0.83 0.82

Borjali et al38 1.00 1.00

Karhade et al39 0.94 1.00 0.83

Tan et al40 0.94 0.95 0.98

Huhdanpaa et al41 0.70 0.99 0.90 0.79

Wyles et al42 1.00

Karhade et al31 0.83 0.98 0.79 0.95 0.81 3.08

Flores-Balado et al44 0.99 0.91 0.19 0.99 0.32

Tavabi et al45 1.00 1.00 1.00 1.00

Kita et al46 1.00 1.00 0.99

Mean values 0.94 0.91 0.97 0.84 0.91 0.86 1.43
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NLP domains: online reviews/social media and systematic
review
Four online reviews/social media reports were included,13,26,27,33

with one study concerning the use of NLP to perform a
systematic review (evaluating arthroplasty).36 One each of
the online reviews/social media studies related to general
orthopaedics, arthroplasty, shoulder and elbow surgery, and
spinal surgery. The main application of NLP to online reviews/
social media was automated assessment of the patient
experience/feedback using sentiment analysis. Median quality
assessment was 12/30 (IQR 10 to 13); 20% were considered
good quality, 40% average quality, and 20% poor quality.

Pooled performance metrics
In all, 20/36 studies (56%) reported at least one performance
metric outcome. No single study reported results across all the
domains assessed. Only five studies reported model calibra-
tion. The mean (range) performance metric outcomes for
included studies (where reported) are detailed in Table II.

Discussion
The application of NLP to T&O represents a significant
opportunity to use the vast quantities of unstructured
free-text data generated from routine healthcare interactions,
for example in providing summaries of electronic health
records or automated analysis of radiology reports. We
identified three key domains of current NLP use: clinical/oper-
ation notes; radiology reports; and social media/online
review posts. Reported performance measure outcomes were
almost universally positive (average scores > 80% across all
domains); however, there were relatively few high-quality
studies identified according to the used reporting criteria. The
most problematic areas related to reporting of missing data
assessment, external validation, and sample size calculation.
Many studies also failed to share the code used as part of the
NLP algorithms and report data availability, in accordance with
open science principles. Development and widespread use of
specific reporting standards related to the application of NLP
to healthcare is essential to the appropriate development and
reporting of future work in this area.

Our study is, to our knowledge, the first systematic
review to focus on applications of NLP in relation to T&O.
The results are consistent with reviews of NLP applications
in other fields. For example, Davidson et al47 examined NLP
applications in radiology and identified that the key reporting
domains that were poorly represented in studies were external
validation, data availability, and code availability. The domains
of missing data assessment and sample size assessment were
not part of the reporting criteria used in that study, but are
areas of critical importance to the correct application of NLP
techniques for data analysis. It should be noted that currently,
despite high-impact publications governing sample calcula-
tions for other aspects of AI inference,48 there are currently no
peer-reviewed published guidelines regarding calculation of
the optimum sample size for NLP development. This is likely
to depend significantly on the NLP approach (for example,
large language model (LLM) development/fine-tuning vs a
rule-based algorithm), and should be a key research priority
moving forwards.

Other applications of AI to T&O appear to suffer from
similar issues when considering study reporting. Dijkstra et al49

evaluated 45 machine learning (ML)-based prediction models
and identified that the risk of bias (according to the Prediction
model Risk of Bias Assessment Tool, (PROBAST) tool)50 was
high across the majority of included studies, with documented
issues around small sample sizes, inadequate management of
missing data, and lack of appropriate study reporting.

It therefore appears that the key methodological issues
around study design and reporting are consistent across AI
applications within T&O. The importance of model calibration
appears to be particularly underappreciated, which is likely
impacted by limited understanding of AI terminology and
interpretation by orthopaedic surgeons.51 There is a need for
a unified and collaborative approach encompassing all key
stakeholders (clinicians, data scientists, statisticians, patients,
providers) to maximize future applicability. Use of a develop-
ment and deployment structure is integral to this process and
to realizing the potential of NLP applications in the field of
T&O.

Limitations of our study include the wide spectrum
of different NLP approaches ranging from simple rule-based
methods to LLMs. This makes a focused assessment challeng-
ing due to the heterogeneity of how these methods are
typically applied and reported. Given the lack of currently
available validated reporting criteria related to NLP, we used
a published non-specific checklist that may be limited in some
methodological domains and categorization accuracy. This
study does, however, provide the first structured assessment
of current applications of NLP within the T&O literature, which
provides an understanding of some of the current limita-
tions and subsequent lack of progress towards real-world
implementation. It also highlights typical key deficiencies in
reporting that can guide improvements in future NLP research.

In conclusion, NLP techniques have significant
potential to revolutionize current approaches to data analysis,
allowing use and assessment of vast quantities of unstruc-
tured free-text data that were previously a largely untapped
resource. There are, however, several issues with study design
and reporting that must be addressed to realize the potential
for clinical practice integration. Appreciation of the impor-
tance of model calibration remains low. Sharing of code and
data (where feasible) should become part of routine practice
in order to maximize transparency in keeping with open
science principles.

Supplementary material
Table showing the example search strategy, and the PRISMA
checklist.
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